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Abstract

In this paper we develop an algorithm for assessing the effect of small perturbations of the data on the validity of a postulated generalized linear model. The procedure is based on the geometric notion of shape operator, a single mathematical object that gathers together all the normal curvatures of a given influence graph or hypersurface. In addition to introducing relevant theoretical notions and explaining the foundations of the local influence assessment method in a generalized linear model with a canonical link, we provide a detailed example of application together with the explicit R code implementing the algorithm.

Keywords: Data perturbation, diagnostics, generalized linear models, local influence, shape operator.

Resumen

En este artículo proponemos un algoritmo para valorar numéricamente la influencia local en un modelo lineal generalizado sometido a una perturbación de las observaciones. El procedimiento se basa en el concepto geométrico de operador
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1 Introduction

The adjustment of a statistical model should be followed by a stability analysis for examining the effect of (small) data perturbations on the postulated model. A comprehensive account of the general perturbation schemes evolved from case-deletion and caseweights paradigms can be found in the classical work of Cook (1986). In this paper, the author develops a far-reaching method for assessing the local influence in a linear model that has had an enormous effect on the investigations in the field of statistical influence. Even though Cook (1986) considers the extension of his results beyond normal linear models, neither a systematic nor a detailed approach to the Generalized Linear Models is given as it would be expected, i.e., in an analogous manner Newton-Raphson-Fisher algorithm provides a way to determine the model coefficients for any distribution in the exponential family. Furthermore, the normal curvatures (associated to the normal sections to the tangent space of the influence graph at the observed point) can be brought together with the help of the mathematical notion of shape operator. For the plentiful recent developments in the field, the reader can see Ortega et al. (2006) and Ortega et al. (2008).

In this paper we carry out a twofold programme. On the one hand, we give a working definition of generalized linear model with a perturbation scheme (GLMP), besides useful notions of likelihood displacement, influence hypersurface (or graph) and local influence. These concepts furnish the right framework for developing an algorithm to compute the directions where the local influence achieves its maximum and its minimum. On the other hand, we calculate local influence in terms of the shape operator of the influence hypersurface at the observed point. The procedure is thus automated with the help of the well-known Linear Algebra Spectral Theorem. An initial inquiry into this method was attempted by Muñoz & Segura (2006).

Section 2 is devoted to the above-mentioned theoretical background. In Section 3 we present a full application example concerning a dose vs. response experiment. Section 4 contains the details of the R computer programme used to manage the binomial distribution in the example. Finally, we draw some conclusions from the proposed method and its implementation.
2 Local Influence in a Generalized Linear Models and Differential Geometry

In the next paragraphs we will introduce some concepts needed to develop our proposal in terms of geometry and generalized linear models.

2.1 Departure notions

The Generalized Linear Models were proposed by ? as flexible alternative for use different distribution to normal model. In the first place, we add an extra element to the following notion of Generalized Linear Model (GLM).

**Definition 1 (GLM).** A GLM is a triplet $(Y, \eta, g)$, constituted of:

- A random vector $Y$ whose entries follow a distribution in the exponential family. The probability density function for any element of $Y$ is
  \[ f_Y(y_i) = \exp\{a_i(\phi)g(\theta_i) - b(\theta_i) - c(y_i, \phi)\} \quad \forall i = 1, 2, \ldots, n \]
  where $\theta$ is named the canonical parameter, $\phi$ is the dispersion parameter, $a_i(\cdot), b(\cdot)$ and $C(\cdot)$ are known functions. The mean of $Y$ will be denoted by $\mu$.
- A systematic component or linear predictor $\eta = X\beta$, where $X$ is the model matrix and $\beta$ is the vector of parameters.
- An increasing continuously differentiable canonical link $g$ relating the entries of $\eta$ with the corresponding entries of $\mu$, that is, $\eta_i = g(\mu_i)$.

We assume the dimensions of $Y, \eta, X, \beta$ are $n \times 1, n \times 1, n \times p$ and $p \times 1$, respectively.

The adjustment of a GLM is a procedure to estimate the vector $\beta$ from a set of independent observations $y_i, x_{ij}, 1 \leq i \leq n, 1 \leq j \leq p$. This is usually accomplished by means of the Newton–Raphson–Fisher algorithm. Since the link is canonical, the likelihood function is concave, the first order differential condition is sufficient and so, the estimate $\hat{\beta}$ is a global maximum point.

In order to study influence, we must perturb the model. The practical way to realize the perturbation consists in including a $p \times 1$ vector $\omega$ in the log-likelihood $l(\beta; y)$ to get a new function $l(\omega; \beta; y)$. $\omega$ can be used to produce a wanted effect on the case observations, the outputs or the explanatory variables, among other choices. We suppose $\omega \in \Omega$, where $\Omega$ is an open neighborhood of $0 \in \mathbb{R}^p$. We also demand that

\[ l(0; \beta; y) = l(\beta; y), \]

that is, $\omega = 0$ means no perturbation.

$l(\omega; \beta; y)$ is continuously differentiable and, when $\omega = 0$, it attains its maximum at $\hat{\beta} = \hat{\beta}(0)$. Therefore, if $\Omega$ is small enough and $\omega \in \Omega$ is fixed, the function is maximized at some $\hat{\beta}(\omega)$. This fact lead us into the following important notion.
Definition 2. The function $\hat{\beta} : \Omega \rightarrow \mathbb{R}^p, \omega \mapsto \hat{\beta}(\omega)$, (which is well-defined by the previous argument) is called perturbation scheme associated to $l(\omega; \beta; y)$.

In what follows, we shall always postulate the existence of the following object.

Definition 3 (GLMP). A generalized linear model with a perturbation scheme (GLMP) is a foursome $(Y, \eta, g, \hat{\beta})$, formed by a GLM $(Y, \eta, g)$ and a perturbation scheme $\hat{\beta}$.

For us, the likelihood displacement of a GLMP is the function $D : \Omega \subseteq \mathbb{R}^p \rightarrow \mathbb{R}$,

$$D(\omega) = l(\hat{\beta}(0); y) - l(\hat{\beta}(\omega); y).$$

Clearly, $D$ is nonnegative and achieves a local minimum at $\omega = 0$. Cook (1986) contemplates alternative likelihood displacements. However, we shall only consider the one defined by function $D$. The motivation for $D$ comes mainly from the case of normal lineal models and can be interpreted in terms of the large sample confidence region for $\beta$.

The influence hypersurface of a GLMP is the graph of $D$, that is,

$$S_D = \{ (\omega, D(\omega)) \mid \omega \in \Omega \subseteq \mathbb{R}^p \}.$$

Once $S_D$ is furnished with its natural structure of differential manifold, Classical Differential Geometry supplies the tools for computing its two fundamental forms. With them, the shape operator $dG_0$ of $S_D$ at $\omega = 0$ is determined. The reader is referred to Auslander (1967) for a thorough account of these results. They allow us to state with precision the crucial notion of this paper.

Definition 4. The local influence of a GLMP $(Y, \eta, g, \hat{\beta})$ is the function $I : S^{q-1} \subset \mathbb{R}^p \rightarrow \mathbb{R}$,

$$I(\omega) = |dG_0(\omega)|.$$

Here, $S^{q-1}$ denotes the unit $(q-1)$-sphere in $\mathbb{R}^p$. $dG_0$ is the shape operator of $S_D$ evaluated at $\omega = 0$.

Since the shape operator is a symmetric linear endomorphism of the tangent space to $S_D$ at $\omega = 0$ (i.e., $\mathbb{R}^p$), the methods of Numeric Linear Algebra yield the unit eigenvectors pointing the directions of maximal and minimal influence. According to the Spectral Theorem, they are associated to the maximal and minimal (absolute) eigenvalues of $dG_0$.

2.2 Assessing local influence

The log-likelihood of a GLM can be written McCullagh & Nelder (1997) as

$$l(\beta; y) = \sum_{i=1}^{n} \left\{ \frac{1}{a_i(\phi)} [y_i \theta_i - b(\theta_i)] + c(y_i; \theta) \right\},$$
where the functions $a$, $b$ and $c$ are determined by the particular distribution. Here we shall only study the perturbation scheme defined implicitly by assigning to each vector $\omega \in \Omega$ the optimal set of parameters $\hat{\beta}(\omega)$ maximizing

$$l(\omega; \beta; y) = \sum_{i=1}^{n} (1 - \omega_i) \left\{ \frac{1}{a_i(\phi)} [y_i \theta_i - b(\theta_i)] + c(y_i; \theta) \right\}. $$

In other words, we use case-weights $1 - \omega_i$, $1 \leq i \leq n$. So, $q = n$, $D : \Omega \subseteq \mathbb{R}^n \to \mathbb{R}$ and $S_D$ is submanifold of $\mathbb{R}^{n+1}$.

The computation of the first fundamental form depends on the first partial derivatives of the map $\alpha(\omega) = (\omega, D(\omega))$. By virtue of the Chain Rule,

$$\frac{\partial \alpha}{\partial \omega_i} = \left(0, 0, \ldots, 1, \ldots, 0, - \frac{\partial l}{\partial \beta} \frac{\partial \hat{\beta}}{\partial \omega_i} \right),$$

where “1” occurs in the $i$-th position. The gradient or score is given by

$$\frac{\partial l}{\partial \beta}(\omega = 0) = 0 \in \mathbb{R}^p.$$

Hence, the coefficients of the first fundamental form are

$$F_{ij} = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j, \end{cases}$$

$1 \leq i, j \leq n$. That is, this form is simply the identity matrix $n \times n$. It will be denoted by $F_0$. Also, the normal unit vector or Gauss map at $\omega = 0$ is

$$G_0 = (0, 0, \ldots, 0, 1) \in \mathbb{R}^{n+1}.$$

The calculation of the second fundamental form relies on the second partial derivatives

$$\frac{\partial^2 \alpha}{\partial \omega_i \partial \omega_j} = \left(0, 0, \ldots, \frac{\partial^2 D}{\partial \omega_i \partial \omega_j} \right), \quad 1 \leq i, j \leq n.$$

Since we are assuming canonical links, the score entries of the log-likelihood take, in absence of perturbation, the simpler form Garcia (2002)

$$\frac{\partial l}{\partial \hat{\beta}_k} = U_k = \sum_{i=1}^{n} \frac{1}{a_i(\phi)} (y_i - g^{-1}(\eta_i(\hat{\beta}(\omega)))) x_{ik},$$

$1 \leq k \leq p$, where $g^{-1}$ denotes the inverse function of link function, $g$. $U_k$ is not identically equal to zero because $l$ is not perturbed. Now,

$$\frac{\partial^2 D}{\partial \omega_i \partial \omega_j} = - \frac{\partial}{\partial \omega_i} \left( \sum_{k=1}^{p} U_k \frac{\partial \hat{\beta}_k}{\partial \omega_j} \right)$$

$$= - \sum_{k=1}^{p} \frac{\partial U_k}{\partial \omega_i} \frac{\partial \hat{\beta}_k}{\partial \omega_j}, \quad 1 \leq i, j \leq n.$$
as $U_k(\omega = 0) = 0$, $1 \leq k \leq p$. In this expression,

$$
\frac{\partial U_k}{\partial \omega_i} = -\sum_{l=1}^{n} \frac{1}{a_l(\phi)} \frac{dg^{-1}}{d\eta_l} \left( \sum_{r=1}^{p} \frac{\partial \eta_l}{\partial \beta_r} \frac{\partial \hat{\beta}_r}{\partial \omega_i} \right) x_{lk}
$$

$$
= -\sum_{r=1}^{p} \left( \sum_{l=1}^{n} \frac{1}{a_l(\phi)} \frac{dg^{-1}}{d\eta_l} x_{lk} x_{lr} \right) \frac{\partial \hat{\beta}_r}{\partial \omega_i}, \quad 1 \leq k \leq p, \quad 1 \leq i \leq n.
$$

Consequently, we need to find the values of $\frac{\partial \hat{\beta}_r}{\partial \omega_i}(\omega = 0)$, $1 \leq r \leq p$, $1 \leq j \leq n$. They can be obtained by differentiating the score entries

$$
V_k = \sum_{l=1}^{n} \frac{1 - \omega_l}{a_l(\phi)} \left( y_i - g^{-1}(\eta_l(\hat{\beta}(\omega))) \right) x_{lk} \equiv 0, \omega \in \Omega, 1 \leq k \leq p,
$$

of the perturbed log-likelihood $l(\omega; \beta; y)$. A quick computation reveals that

$$
-\frac{\partial V_k}{\partial \omega_i} = \frac{1}{a_j(\phi)} \left( y_i - g^{-1}(\eta_i(\hat{\beta}(\omega))) \right)
$$

$$
+ \sum_{l=1}^{n} \frac{1 - \omega_l}{a_l(\phi)} \frac{dg^{-1}}{d\eta_l} \left( \sum_{r=1}^{p} \frac{\partial \eta_l}{\partial \beta_r} \frac{\partial \hat{\beta}_r}{\partial \omega_i} \right) x_{lk} \equiv 0,
$$

$1 \leq k \leq p, 1 \leq i \leq n$. These expressions at $\omega = 0$ form the linear systems

$$
-\sum_{r=1}^{p} (1 - \omega_l) \left( \sum_{l=1}^{n} \frac{1}{a_l(\phi)} \frac{dg^{-1}}{d\eta_l} x_{lk} x_{lr} \right) \frac{\partial \hat{\beta}_r}{\partial \omega_i} = \frac{1}{a_j(\phi)} \left( y_i - g^{-1}(\eta_i(\hat{\beta}(0))) \right) x_{ik},
$$

$1 \leq k \leq p, 1 \leq i \leq n$. The solutions $\frac{\partial \hat{\beta}_r}{\partial \omega_i}(\omega = 0)$ determine the derivatives $\frac{\partial \hat{\beta}_r}{\partial \omega_i}$. In this way, the coefficients of the second fundamental form $H_0$ are

$$
H_{ij} = -\left( G_0, \frac{\partial^2 \alpha}{\partial \omega_i \partial \omega_j}(\omega = 0) \right) = \frac{\partial^2 D}{\partial \omega_i \partial \omega_j}(\omega = 0), \quad 1 \leq i, j \leq n.
$$

Lastly, the shape operator at $\omega = 0$ is given by Solanilla (2008)

$$
dG_0 = H_0 F_0^{-1} = H_0.
$$

The eigenvectors of $dG_0$ associated with the (absolute) maximum and minimal eigenvalues point respectively towards the directions of maximum and minimum local influence.
3 Application example

Table 1 shows a set of experimental data about Rotenone’s toxicity Garcia (2002). The dose $d_i$ given to $m_i$ insects is explanatory variable. The outcome is the number $y_i$ of dead insects. The corresponding ratios $p_i = y_i/m_i$ are also presented in the table.

Table 1: Number of dead insects $y_i$ out of $m_i$ insects receiving a dose $d_i$ of Rotenone. Source: Garcia 2002.

<table>
<thead>
<tr>
<th>$d_i$</th>
<th>$m_i$</th>
<th>$y_i$</th>
<th>$p_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.2</td>
<td>50</td>
<td>44</td>
<td>0.88</td>
</tr>
<tr>
<td>7.7</td>
<td>49</td>
<td>42</td>
<td>0.86</td>
</tr>
<tr>
<td>5.1</td>
<td>46</td>
<td>24</td>
<td>0.52</td>
</tr>
<tr>
<td>3.8</td>
<td>48</td>
<td>16</td>
<td>0.33</td>
</tr>
<tr>
<td>2.6</td>
<td>48</td>
<td>6</td>
<td>0.12</td>
</tr>
<tr>
<td>0.0</td>
<td>49</td>
<td>0</td>
<td>0.00</td>
</tr>
</tbody>
</table>

The random vector entries follow a binomial distribution. The model matrix is

$$X = \begin{pmatrix} 1 & 10.2 \\ 1 & 7.7 \\ 1 & 5.1 \\ 1 & 3.8 \\ 1 & 2.6 \\ 1 & 0.0 \end{pmatrix} .$$

That is, we are using two parameters $\beta_1$, $\beta_2$ to explain $y_i$. The algorithm of Newton-Raphson-Fisher provides the optimum parameters in absence of perturbation

$$\begin{pmatrix} \hat{\beta}_1(0) \\ \hat{\beta}_2(0) \end{pmatrix} = \begin{pmatrix} -3.226 \\ 0.605 \end{pmatrix} .$$

For the binomial distribution, $a(\phi) = 1$, the canonical link is logistic

$$\eta_i = g(\mu_i) = \log \left( \frac{\mu_i}{m_i - \mu_i} \right),$$

and so,

$$\mu_i = g^{-1}(\eta_i) = m_i \frac{e^{\eta_i}}{1 + e^{\eta_i}} .$$

Our procedure requires the calculation of the partial derivatives

$$\frac{\partial U_k}{\partial \omega_i}, \frac{\partial \hat{\beta}_r}{\partial \omega_i}; \quad 1 \leq k, r \leq 2, 1 \leq i \leq 6.$$
The first subset of derivatives are computed by the following expressions.

\[
\frac{\partial U_k}{\partial \omega_i} = \left( y_i - m_i \frac{e^{\hat{\beta}_1(0)+\hat{\beta}_2(0)x_{i2}}}{1+e^{\hat{\beta}_1(0)+\hat{\beta}_2(0)x_{i2}}} \right) x_{ik} = (y_i - \mu_i)x_{ik}.
\]

We present the values of the derivatives in Table 2.

**Table 2:** Derivatives $\frac{\partial U_k}{\partial \omega_i}$. Source: Own elaboration.

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.87</td>
<td>-2.04</td>
<td>2.38</td>
<td>2.60</td>
<td>2.43</td>
<td>-3.51</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td>-5.30</td>
<td>9.05</td>
<td>13.27</td>
<td>18.73</td>
<td>-35.75</td>
</tr>
</tbody>
</table>

The derivatives of the perturbation scheme are the solutions of the $2 \times 2$ linear systems

\[
-A \frac{\partial \hat{\beta}}{\partial \omega_i} = \frac{\partial U}{\partial \omega_i}, \quad 1 \leq i \leq 6,
\]

where $\hat{\beta}^t = (\hat{\beta}_1, \hat{\beta}_2)$, $U^t = (U_1, U_2)$ and $A$ is the matrix with components

\[
a_{kr} = \sum_{l=1}^{6} (1 - \omega_l) \frac{dg}{d\eta}^{-1} x_{ik}x_{lr} = \sum_{l=1}^{6} m_l \frac{e^{\eta_l}}{(1+e^{\eta_l})^2} x_{ik}x_{lr}.
\]

Table 3 shows matrix $A$.

**Table 3:** Matrix $A$. Source: own elaboration.

<table>
<thead>
<tr>
<th>$k$ ( \backslash ) $r$</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>39.73</td>
<td>195.80</td>
</tr>
<tr>
<td>2</td>
<td>195.80</td>
<td>1182.34</td>
</tr>
</tbody>
</table>

The derivatives $\frac{\partial \hat{\beta}}{\partial \omega_i}$ are given in Table 4.

**Table 4:** Derivatives $\frac{\partial \hat{\beta}_m}{\partial \omega_i}$. Source: own elaboration.

<table>
<thead>
<tr>
<th>$i$ ( \backslash ) $m$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.26</td>
<td>0.16</td>
<td>-0.12</td>
<td>-0.06</td>
<td>0.09</td>
<td>-0.33</td>
</tr>
<tr>
<td>2</td>
<td>-0.04</td>
<td>-0.02</td>
<td>0.01</td>
<td>-0.00</td>
<td>-0.03</td>
<td>0.08</td>
</tr>
</tbody>
</table>

With the aid of tables 2 and 4, we find the entries

\[
-\frac{\partial^2 D}{\partial \omega_i \partial \omega_j} = \sum_{k=1}^{2} \frac{\partial U_k}{\partial \omega_i} \frac{\partial \hat{\beta}_k}{\partial \omega_j}, \quad 1 \leq i, j \leq 2,
\]
of the shape operator $dG_0$, presented in Table 5.
The absolute eigenvalues of $dG_0$ are

$$2.48e+00 > 7.84e-01 > 1.13e-16 > 1.127e-16 > 5.045e-17 > 1.47e-17.$$ 

and the corresponding eigenvectors are presented in Table 6.

<p>| Table 5: Shape operator $dG_0$. Source: own elaboration. |</p>
<table>
<thead>
<tr>
<th>( i \backslash j )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.48</td>
<td>-0.30</td>
<td>0.23</td>
<td>0.10</td>
<td>-0.17</td>
<td>0.62</td>
</tr>
<tr>
<td>2</td>
<td>-0.30</td>
<td>-0.21</td>
<td>0.18</td>
<td>0.12</td>
<td>-0.02</td>
<td>0.22</td>
</tr>
<tr>
<td>3</td>
<td>0.23</td>
<td>0.18</td>
<td>-0.18</td>
<td>-0.15</td>
<td>-0.06</td>
<td>-0.02</td>
</tr>
<tr>
<td>4</td>
<td>0.10</td>
<td>0.12</td>
<td>-0.15</td>
<td>-0.17</td>
<td>-0.17</td>
<td>0.27</td>
</tr>
<tr>
<td>5</td>
<td>-0.17</td>
<td>-0.02</td>
<td>-0.06</td>
<td>-0.17</td>
<td>-0.36</td>
<td>0.79</td>
</tr>
<tr>
<td>6</td>
<td>0.62</td>
<td>0.22</td>
<td>-0.02</td>
<td>0.27</td>
<td>0.79</td>
<td>-1.87</td>
</tr>
</tbody>
</table>

<p>| Table 6: Eigenvectors of $dG_0$. Source: own elaboration. |</p>
<table>
<thead>
<tr>
<th>( j \backslash e_i )</th>
<th>( e_1 )</th>
<th>( e_2 )</th>
<th>( e_3 )</th>
<th>( e_4 )</th>
<th>( e_5 )</th>
<th>( e_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.31</td>
<td>0.55</td>
<td>0.78</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>-0.13</td>
<td>0.47</td>
<td>-0.38</td>
<td>0.68</td>
<td>-0.08</td>
<td>0.39</td>
</tr>
<tr>
<td>3</td>
<td>0.03</td>
<td>-0.47</td>
<td>0.34</td>
<td>0.57</td>
<td>-0.55</td>
<td>-0.2</td>
</tr>
<tr>
<td>4</td>
<td>-0.10</td>
<td>-0.43</td>
<td>0.26</td>
<td>-0.04</td>
<td>0.19</td>
<td>0.83</td>
</tr>
<tr>
<td>5</td>
<td>-0.36</td>
<td>-0.24</td>
<td>0.03</td>
<td>0.4</td>
<td>0.74</td>
<td>-0.33</td>
</tr>
<tr>
<td>6</td>
<td>0.86</td>
<td>0.13</td>
<td>0.26</td>
<td>0.24</td>
<td>0.33</td>
<td>0.03</td>
</tr>
</tbody>
</table>

In conclusion, the vector $e_1$ points at the direction of maximum local influence. Similarly, $e_6$ indicates the direction of minimum local influence.

### 4 R implementation

We have used the following R routine to find the parameters of the postulated model.

```r

dose <- c(0,2.6,3.8,5.1,7.7,10.2)
y <- c(0,6,16,24,42,44)
m <- c(49,50,48,46,49,50)
Rotenone.dat <- data.frame(dose, y, m)
attach(Rotenone.dat)
resp <- cbind(y, m - y)
Rotenon2 <- glm(resp ~ dose, family = binomial)
summary(Rotenon2)
```

Comunicaciones en Estadística, junio 2015, Vol. 8, No. 1
This short programme produces

```
Call:
glm(formula = resp ~ dose, family = binomial)

Deviance Residuals:
  1       2       3       4       5       6
-1.9540 -0.8157  0.7506  0.7679  0.9145 -1.9456

Coefficients:
             Estimate Std. Error  z value Pr(>|z|)
(Intercept) -3.22566  0.36992  -8.720  <2e-16 ***
dose         0.60513  0.06781   8.923  <2e-16 ***
---
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
```

(Dispersion parameter for binomial family taken to be 1)

Null deviance: 163.745 on 5 degrees of freedom
Residual deviance: 10.258 on 4 degrees of freedom
AIC: 33.479

Number of Fisher Scoring iterations: 5

Before moving ahead, it is convenient to have at hand some data structures.

```r
beta<-Rotenon2$coefficients
mu<-m*exp(eta)/(1+exp(eta))
X<-matrix(c(rep(1,6),dose),ncol=2)
```

The score derivatives \( \partial U_{\omega_i} \) are obtained through the following code.

```r
dU<-matrix(rep(0,12),ncol=6)
for(i in 1:6){
  for(k in 1:2){
    dU[k,i]<-(y[i]-mu[i])*X[i,k]}
}
```

The commands

```
A<-t(X) %*% diag(mu^2/(m*exp(eta))) %*% X
dB<-solve(-A,dU)
```

yield matrix \( A \) and the \( \partial \beta_m \omega_i \)'s. In this step, we have made use of the identity

\[
\frac{e^{\eta_i}}{(1+e^{\eta_i})^2} = \frac{\mu_i^2}{m_i e^{\eta_i}}, \quad 1 \leq i \leq 6.
\]
We finally get the second fundamental form, its eigenvalues and eigenvectors by

\[ S = \text{t}(dU) \% * \% dB \]
\[ G = \text{eigen}(S) \]

\( R \) gives at once the unit eigenvectors. It remains to arrange them according to the order adopted for their corresponding absolute eigenvalues.

5 Concluding remarks

Cook’s differential-geometric method to assess local influence is systematically carried out via the shape operator of the influence graph. Even if we have only dealt with canonical links, the process can by straightforwardly attempted for arbitrary suitable links. The use of the shape operator simplifies the procedure and makes possible to develop a simple algorithm based on mere elementary linear operations.
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